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1. Team
Research scientist

Yann Guermeur [Research Associate (CR), CNRS; Team Leader, HdR]
Faculty members

Martine Cadot [PRAG, Université Henri Poincaré (UHP)]
Fabien Lauer [Associate Professor, UHP]
Fabienne Thomarat [Associate Professor, INPL]

Administrative staff
Sylvie Musilli [Assistant, INPL]

PhD students
Hafida Bouziane-Chouarfia [Assistant Professor, USTO; defense planned in 2011]
Rémi Bonidal [UHP]

2. Overall Objectives
The aim of the ABC ("Apprentissage et Biologie Computationnelle", i.e., Machine Learning and Computa-
tional Biology) team is to develop the theory and practice of supervised and unsupervised learning. We focus
on the theory of multi-class pattern recognition, deriving uniform convergence results which primarily deal
with multi-class kernel machines such as multi-class support vector machines (M-SVMs) [2]. Our applica-
tions are in the field of biological sequence processing. Precisely, our research themes can be summarized as
follows:

• Derivation of bounds on the risk of classifiers

• Development of methods of model selection

• Specification, implementation, and evaluation of multi-class support vector machines

• Robust data mining

• Statistical processing of biological sequences (protein secondary structure prediction, . . . )

A specificity of the team is its interdisciplinarity. Basically, our contributions belong to three fields: ma-
chine learning, bioinformatics and statistics. They are roughly uniformly distributed between these three fields.

3. Scientific Foundations
3.1. Introduction

The goal of classification is to assign objects to classes (also referred to as categories). There are two types
of classification problems. Supervised learning qualifies configurations where the set of categories is known a
priori. In ABC, we study this field in the context of statistical learning. Unsupervised learning, or classification
in its strict sense, corresponds to situations when the set of categories is unknown.

3.2. Statistical learning theory
Statistical learning theory [33] is one of the fields of inferential statistics the bases of which have been laid by
V.N. Vapnik in the late sixties. The goal of this theory is to specify the conditions under which it is possible to
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"learn" from empirical data obtained by random sampling. Learning amounts to solving a problem of function
or model selection. Basically, given a task characterized by a joint probability distribution P on a product space
X ×Y , and a class of functions F , of cardinality ordinarily infinite, the goal is to find a function f ∈F with
minimal expected risk, i.e., such that substituting f (x) to y induces a minimal loss (the risk is the expectation
of the loss function with respect to P). Training can thus be reformulated as an optimization problem. The
learning tasks considered belong to one of the three following domains: pattern recognition (discriminant
analysis), function approximation (regression) and density estimation.

This theory considers more specifically two inductive principles. The first one, the empirical risk minimiza-
tion (ERM) principle, consists in minimizing directly the training error. If the sample is small, one substitutes
to this principle the structural risk minimization (SRM) inductive principle. It consists in minimizing an upper
bound on the expected risk (generalization error), bound sometimes called a guaranteed risk, although it only
holds true with high probability. This latter principle can be related with Tikhonov’s regularization theory [31].
In that framework, the objective function of the training algorithm incorporates a term related to the capacity of
F [5]. The most famous example of implementation of this principle is the training algorithms of the SVMs.
Those machines are kernel machines [30] conceived to compute indicator functions, to perform regression or to
estimate densities. They have been introduced by Vapnik and his co-workers [25, 27], as nonlinear extensions
of the maximal margin hyperplane [32]. Their main advantage is that they can avoid overfitting in the case
where the size of the sample is small [33, 29]. Several M-SVMs have been proposed in literature (see [2] for a
survey). There theory can be embeded in the theory of large margin multi-category classifiers [3, 4].

3.3. Robust data mining and classification
Data mining consists in applying algorithms for producing models over the data. It can use algorithms from
the now deeply intersecting fields of data analysis, statistics, pattern recognition, machine learning, or other
fields like rules extraction, as long as they deal with large data, which may reveal heterogeneous and non
structured [28]: texts, biological and speech sequences, social and behavioural data. Robust Data Mining
consists, to our eyes [26], in not doing any hypothesis about the data, such as normality, etc.; on the contrary,
we use the principles of inferential statistics (randomization tests, . . . ) and machine learning (disjoint training
and test sets) so as to guarantee the generalization capabilities of the discovered models.

Unsupervised classification consists in clustering a set of objects in a finite number of categories unknown
a priori. Different types of methods can be used, gathered by literature into three main groups: mixture mod-
els, partitional clusterings and hierarchical clusterings. The objects can thus be clustered in various structures.
While some methods only provide a partition of the objects, others generate hierarchical structures. Pairwise
distance methods are also found in partitional clustering. Among them, spectral clustering has received much
attention from the community. This framework is based on the embedding of the data into the eigenspace of
a normalized form of the similarity matrix, which contains all the pairwise similarities. A major open prob-
lem consists in determining the dimensionality of the reduced representation space in which the classification
algorithms do operate.

Both data mining and unsupervised classification produce perspectives on the data structure that can be
linked with one or more target variables to explain. After a data mining process, for example, one can extract a
reduced set of decision rules out of a set of association rules. Regarding classification, the spectral embedding
emphasizes the connectivity between data-points and allows standard learning algorithms to recover the correct
labelling in difficult cases such as non-convex classes, where they would fail if applied directly to the data.

4. Application Domains
4.1. Molecular biology

Participants: Hafida Bouziane-Chouarfia, Yann Guermeur, Fabienne Thomarat.
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Molecular biology is concerned with the study of three types of biological macromolecules: DNA, RNA,
and proteins. Each of these molecules can initially be viewed as a string on a finite alphabet: DNA and RNA
are nucleic acids made up of nucleotides A,C,G,T and A,C,G,U, respectively. Proteins are sequences of amino
acids, which may be represented by an alphabet of 20 letters.

Molecular biology studies the information flow from DNA to RNA, and from RNA to proteins. In a first
step, called transcription, a DNA string ("gene") is transcribed into messenger RNA (mRNA). In the second
step, called translation, the mRNA is translated into a protein: each triplet of nucleotides encodes one amino
acid according to the genetic code. Because in eukaryotic cells, most genes are composed of a succession of
coding regions, called exons, and non-coding regions, called introns, this second step is generally preceded by
an intermediate step, referred to as the splicing process, during which the introns are removed from the mRNA.

Biological macromolecules are not just sequences of nucleotides or amino acids. Actually, they are com-
plex three-dimensional objects. DNA shows the famous double-helix structure. RNA and proteins fold into
complex three-dimensional structures, which depend on the underlying sequence. Proteins have several levels
of structure. Above the primary structure (i.e., the sequence) is the secondary structure, which involves three
basic types: α-helices, β -sheets, and aperiodic structure elements called loops. The spatial relationship of the
secondary structures forms the tertiary structure. Several proteins can function together in a protein complex
whose structure is referred to as the quaternary structure. A domain of a protein is a combination of secondary
structure elements with some specific function. It contains an active site where an interaction with an external
molecule may happen. A protein may have one or several domains.

The ultimate goal of molecular biology is to understand the function of biological macromolecules in the
life of the cell. Function results from the interaction between different macromolecules, and depends on their
structure. The overall challenge is to make the leap from sequence to function, through structure: the prediction
of structure will help to predict the function.

5. Software
A major part of the research done in the ABC team, let it be theoretical or applied to biological sequence
processing, gives rise to pieces of software.

5.1. M-SVM2

Participants: Yann Guermeur.

On Septembre 13, 2010, the programs implementing the M-SVM2 introduced in [9] have been registred at
the APP under the registration number IDDN.FR.001.370001.000.S.P.2010.000.30000. They are gov-
erned by the CeCILL-B license.

5.2. MSVMpack
Participants: Yann Guermeur, Fabien Lauer [contact].

MSVMpack is an open source software package dedicated to the family of multi-class support vector
machines. So far, four machines of this kind have been proposed in the literature. The current version of
MSVMpack provides a unified implementation of all of them, while also offering a convenient basis to develop
all the machines of the family. The package, available at the following address: http://www.loria.fr/
~lauer/MSVMpack/MSVMpack.html, consists in a set of command-line tools with a callable library, both of
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which have been designed to favor the ease of use.

6. New Results
6.1. Multi-class support vector machines

6.1.1. Generic model of M-SVM

Participants: Yann Guermeur [contact], Fabien Lauer.

Roughly speaking, there is one main model of pattern recognition SVM, with several variants of lower
popularity. On the contrary, among the different M-SVMs which can be found in literature, none is clearly
favoured. On the one hand, they exhibit distinct statistical properties. On the other hand, multiple comparative
studies between M-SVMs and decomposition methods have highlighted the fact that in practice, each model
has its advantages and drawbacks. In [10], we have introduced a generic model of M-SVM. All the machines
of this kind published so far appear as instances of this model. This definition makes it possible to devise new
machines meeting specific requirements as well as to analyse globally the statistical properties of the M-SVMs.

6.1.2. Model selection for M-SVMs

Participants: Rémi Bonidal, Yann Guermeur.

Using an SVM requires to set the values of hyperparameters. To perform this model selection task, the
method of choice is cross-validation. Its leave-one-out variant is known to produce an estimator of the general-
ization error which is almost unbiased. Its major drawback rests in its requirements in terms of computational
time. To overcome this difficulty, several upper bounds on the leave-one-out error of the pattern recognition
SVM have been derived. Among those bounds, the most popular one is probably the radius-margin bound. It
applies to the hard margin machine, and, by extension, to the 2-norm SVM. In [9], we introduced a variant
of the M-SVM of Lee, Lin and Wahba: the M-SVM2. This quadratic loss machine can be seen as a direct
extension of the 2-norm SVM to the multi-class case. For this machine, a generalized radius-margin bound
was established.

6.1.3. Ensemble methods for M-SVMs

Participants: Hafida Bouziane-Chouarfia, Yann Guermeur.

The multiplicity of the M-SVMs proposed in literature and the variety of their properties call for the evalu-
ation of combinations of these models. In [19], we studied the combination of M-SVMs with linear ensemble
methods (LEMs). The sample complexity of these combiners is low, which should prevent them from overfit-
ting, and the outputs of two of them are estimates of the class posterior probabilities.

6.2. Protein secondary structure prediction
Participants: Hafida Bouziane-Chouarfia, Yann Guermeur, Fabienne Thomarat [contact].

Nowadays, there are quite a few secondary structure prediction methods with state-of-the-art prediction
accuracy. Most of them share the cascade architecture introduced by Qian and Sejnowski: the outputs of a
sequence-to-structure classifier are post-processed by a structure-to-structure classifier. In [23], we revisited
this architecture by using all the M-SVMs published so far as base classifiers. Their outputs are post-processed
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by logistic regression models prior to being combined by the LEMs estimating the class posterior probabili-
ties. The resulting prediction method achieves a state-of-the-art recognition rate with the advantage over the
comparable methods that its sample complexity is far lower.

6.3. Robust data mining and classification
Participants: Martine Cadot.

We have uncovered the structure of data by adopting two different points of view:

1. getting rid of redundancy by selecting the sole relations that cannot be deduced from the others,

2. getting rid of "noise" by selecting only statistically significant relationships.

In line with the first point of view, an important part of our effort has focused on the extraction of data mod-
els: our MIDOVA method for decomposing/reconstructing a binary datatable by means of a set of necessary
and sufficient characteristic itemsets gave rise to the publications [14] and [13, 21, 22, 17].

A second development line based on this method has given interesting results in the field of supervised
classification: MIDOVA was used to select sets of itemsets related to the variable to explain, and we proved
on various public test sets [7, 16, 15] that our results were as good as those of black box classifiers, while
expliciting the combinations of variables grounding this performance. In [18] we interested in the stability of
clustering results and the ability to describe each cluster by a minimum number of itemsets.

In line with the second point of view, our TourneBool randomization test allowed the extraction of statisti-
cally valid graphs out of a document-word matrix [12]: graph of links as well as anti-links between the words
on the one hand, between the documents on the other hand. In [24], we showed that this method could also
determine the intrisic dimension of a graph. This was empirically validated on two problems of spectral graph
clustering.

In [8], we validated by TourneBool a graph which is involved in a potential incremental method for clus-
tering a text stream.

6.4. Piecewise smooth function approximation
Participants: Fabien Lauer.

SVMs and other available kernel-based methods can readily solve nonlinear regression problems, with
however the underlying assumption that the target function is smooth. On the other hand, learning a piecewise
smooth function involving discontinuities at unknown locations is a much more difficult problem due to the
intrinsic mixture of both classification and regression. In [11], we proposed a new method to solve this problem
for the case of piecewise affine functions, and applied it in the context of hybrid system identification. This
method is based on a continuous optimization framework involving only the real parameters of the model as
variables, thus avoiding the use of discrete optimization. This allows the corresponding minimization problem
to be solved efficiently even for very large data sets, which is a major advantage over other approaches from
the literature.

In addition, the proposed approach was extended to piecewise smooth functions in [20] through the use of
kernel functions. In this case, the critical issue is the number of parameters in the model, which typically grows
with the number of data in kernel-based methods. In order to apply the method to large data sets, a support
vector selection procedure, based on a maximum entropy criterion, was proposed to fix the model size prior to
learning and limit the number of optimization variables.
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7. Other Grants and Activities
7.1. Regional initiatives

We participate in the "Génopole Strasbourg Alsace-Lorraine" together with the "Institut de Génétique et de
Biologie Moléculaire et Cellulaire" (IGBMC) in Strasbourg.

7.2. Actions funded by the EC
We are members of the "Pattern Analysis, Statistical Modelling and Computational Learning" (PASCAL 2)
network of excellence.

8. Dissemination
8.1. Scientific animation

• Martine Cadot is member of the editorial board of the International Journal of Data Mining, Modelling
and Management (IJDMMM). She has been a member of the program committee of the following con-
ferences: DBKDA’11, eKNOW’11, QDC’11, and AFDC’11. She is a member of the ACM, the SFC,
and the SFdS.

• Yann Guermeur has been a member of the program committee of the following conferences: the "Stochas-
tic Modeling Techniques and Data Analysis International Conference" (SMTDA’10), the "Conférence
Francophone sur l’Apprentissage Automatique" (CAp’10) and the "Journées Ouvertes en Biologie, In-
formatique et Mathématiques" (JOBIM’10). He is an expert for the ANR.

8.2. Invited conferences
Y. Guermeur gave an invited talk at the workshop "Optimization and Learning: Theory, Algorithms and Ap-
plications".

8.3. Teaching
• Rémi Bonidal gave lectures at the Université Nancy 2.

• Martine Cadot is PRAG in the Department of Computer Science at the UHP where she teaches data
mining to master (M2P) students. She is the advisor of many internships.

• Fabien Lauer is Associate Professor in the Department of Computer Science at the UHP where he teaches
machine learning to master (M1) students.

• Fabienne Thomarat is Associate Professor at the École Nationale Supérieure des Mines de Nancy /
Institut National Polytechnique de Lorraine (engineering school, master of engineering school). She is
in charge of the option bioinformatics at the Department of Computer Science.

8.4. Theses, habilitations, academic duties
• Yann Guermeur was a member ("rapporteur") of the HdR jury of Nicolas Wicker (Université de Stras-

bourg) and a member ("examinateur") of the PhD jury of Cécile Bonnard (Université Montpellier 2).
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• Fabien Lauer was a member of the PhD jury of Bertrand Cornélusse (Université de Liège, Belgium).
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[3] Y. GUERMEUR. VC theory of large margin multi-category classifiers. Journal of Machine Learning
Research, 8:2551–2594, 2007.

[4] Y. GUERMEUR. Sample complexity of classifiers taking values in RQ, application to multi-class SVMs.
Communications in Statistics - Theory and Methods, 39(3):543–557, 2010.

[5] Y. GUERMEUR AND O. TEYTAUD. Estimation et contrôle des performances en généralisation des
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[6] N. SAPAY, Y. GUERMEUR, AND G. DELÉAGE. Prediction of amphipathic in-plane membrane anchors
in monotopic proteins using a SVM classifier. BMC Bioinformatics, 7(255), 2006.

Year publications

Articles in International Peer-Reviewed Journal

[7] M. CADOT, A. LELU, “Optimization of the representation space for qualitative data: A preliminary
validation on classification problems”, International Journal On Advances in Software, 2010, (accepted).

[8] P. CUXAC, A. LELU, M. CADOT, “Paving the way to next generation data-stream clustering: towards
a unique and statistically valid cluster structure at any time step”, International Journal of Data Mining,
Modelling and Management (IJDMMM), 2010, (accepted).

[9] Y. GUERMEUR, E. MONFRINI, “A Quadratic Loss Multi-Class SVM for which a Radius-Margin Bound
Applies”, Informatica, 2010, (in press).

[10] Y. GUERMEUR, “A Generic Model of Multi-Class Support Vector Machine”, International Journal of
Intelligent Information and Database Systems (IJIIDS), 2010, (accepted).

[11] F. LAUER, G. BLOCH, R. VIDAL, “A continuous optimization framework for hybrid system identifica-
tion”, Automatica, 2010, (accepted).

[12] A. LELU, M. CADOT, “Statistically valid links and anti-links between words and between documents:
applying TourneBool randomization test to a Reuters collection”, Advances in Knowledge Discovery
and Management (AKDM) 292, 2010, p. 307–324, Collection : Studies in Computational Intelligence
(Springer).



8 LORIA activity report 2010

Articles in National Peer-Reviewed Journal

[13] M. CADOT, D. EL HADJ ALI, “Modélisation et extraction des liens complexes entre variables. Appli-
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